
1.  Does anything affect the variability?  If no P(2 Tail) for 
2-level designs, an approximate rule of thumb for 
significance is to look for coefficients (absolute value) 
that are bigger than (roughly)  ½  the constant.

2.  If P(2 Tail) values are available 
include inputs in the model if the P(2 
Tail) values are < 0.05.  If they are 
between 0.05 and 0.1 we would 
generally include them but use common 
sense. Remember the rule of hierarchy 
when building models.

3.  Delete the X’s for the inputs
that you don’t want to consider.
You should now also get P(2 Tail)
values to help guide you when you
analyze the design again.

5.  Does anything affect the mean?  If the P(2 Tail) 
values are < 0.05 include the input (term) in the 
model.  If they are between 0.05 and 0.1 we would 
generally include them but use common sense!                       
{1-P(2 Tail)]}*100% is the % confidence we have that 
the input belongs in the model.  Remember the rule of 
hierarchy when building models.

4.  Is orthogonality an issue? This is the % of 
orthogonality.  We want all bigger than 0.5 with at 
least half above 0.7.   If orthogonality is an issue 
you may need to code the data.  If coding/ 
standardizing does not help, try dropping terms 
from the model.  

6. Use this to 
delete the X’s for 
the inputs (terms) 
that you want to 
remove from the 
model.  Follow the 
rule of hierarchy .  
Re-run regression 
after removing 
terms.

7.  How good is this model?  You want a model that contains 
important inputs and is as simple as possible.  R2 is the 
proportion of variability in the output  that can be explained by the 
model inputs (the strength of the model) .  Some think of 1-R2 as 
the % of unexplained variation.  What constitutes a good R2 is 
situational dependent.  Psychologists may be happy with 0.3 
while engineers like to see above 0.9.  Adjusted R2 adjusts for 
sample size and/or too many terms in the model (“overfit”).   
Ideally, we’d like to see R2 and adjusted R2 values high, and 
close to each other.  

8.  These are the 
coefficients for each 
term used to build the 
prediction equations.  
(Example: y-hat = 
90.792 + 12.458A -
0.54C – 7.875AC       
and s-hat = 1.853 + 
1.039C)

10. Uses these input settings in the prediction 
equations for s-hat and y-hat.  It always defaults to 
the center but you can change them manually. 

9. (Std Error) This is another estimate for 
sigma.  Use it when you have nothing 
important in the s-hat model.

11.  Gives the predicted values for y-hat
and s-hat based on the input settings in the 
EXPER column.  99% of all confirmation runs 
should fall into the prediction interval. 

FREE ADVICE: “It should be noted that rules of thumb do not represent a precise set of decision criteria.  Neither rules
of thumb nor rigorous statistical tests should ever replace common sense, size of effects, and prior knowledge.
Ideally, a blend of all these approaches works best.”

“All models are wrong, however some are
useful.”  G.E. Box
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